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• Natural Language Processing  
•  google translate, spam filters, etc.  

• Astronomy specific problems 
•  Filling DMO simulations with galaxies (Kamdar et al 2015 (a,b)) 
•  Identifying galaxy morphologies from a picture (Huertas-Company 

et al. 2015) 

• Most tasks can be broken down into two categories:  
•  Supervised Learning 
•  Unsupervised Learning 
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What is a neuron? 
• Perceptron 

input 00 ) (�2) ⇤ 0 + (�2) ⇤ 0 + 3 = 3 ) output 1

input 11 ) (�2) ⇤ 1 + (�2) ⇤ 1 + 3 = �1 ) output 0
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Architecture of Neural Netowrks 
• Need certain features to be able to learn 

•  At extreme values, needs to give 0 or 1 ✔
•  Small changes in weights leads to small changes in output ✗  
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Architecture of Neural Netowrks 
• Need certain features to be able to learn 

•  At extreme values, needs to give 0 or 1 ✔
•  Small changes in weights leads to small changes in output ✔  
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Cost Function 
• Quadratic Cost Function 

• New Goal: Minimize the cost function! 
• But how? Need a learning algorithm! 
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Stochastic Gradient Descent  
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Stochastic Gradient Descent  

X1, X2, . . . , Xm

wk ! w0
k = wk � ⌘

m

X

j

@CXj

@wk

bl ! b0l = bl �
⌘

m

X

j

@CXj

@bl



Interchangeable Parts 
• Activation functions  

•  How the weights + input determine the output 
•  Perceptron, Sigmoid (logistic) function… 

• Cost/Loss/Objective functions  
•  A way to measure how well we’re fitting the desired behavior 
•  Quadratic cost (Mean squared error)… 

•  Learning Algorithm  
•  How our network minimizes the cost function 
•  Gradient Descent, Stochastic Gradient Descent (SGD)… 

• Hyper-parameters 
•  Various parameters that are tuned by us 
•  Learning rate, mini-batch size, epochs of training, layers in neural network, 

etc... 



The hard part has already been done! 
•  TensorFlow, pyTorch, Theano, etc… 
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